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Explaining Neural Networks without Access to Training Data

Motivation Methodology
Neural Networks achieve Humans can’t understand Synthetic Data Generation
MPressive r?SUItkS N4 “ what was actually learned » Generating realistic data for training the set of neural networks is crucial
variety of tasks by the model - Allows generalization to real-world application
» Possible solution: Learn a surrogate model that has a high fidelity to the * Consider different, diverse distributions that are reasonable for numerous
. . . . . . . Feature1 |Feature2 [Feature 3 Feature n-2 |Feature n-1 |Feature n [[Class
— Requires access to the training data to achieve a high fidelity ] Dug
o o . . . = 1,0 Distributions D (Symbol
* Frequently training data is not available e.g., due to privacy concerns 3 T Dy 2 t Ut_f (;)y |
: .. , 3 oo Normal (V)
Example: Credit Card Default Prediction with Neural Networks 'y Dns S )
_g b D3, - ¢ Poisson (Poi)
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ﬂﬁnﬁfd What is the advantage of I-Nets?
Svontn o —>Training can be performed on synthetic data

=>During the training, we can access the training data of the model

.
(a) Sample-Based Distillation (b) I-Net Distillation I-Net Output Representation

Three separate types of output layers:
1. Feature ldentifier Output
* One softmax layer for each internal node

 Sample-based approach to learn a surrogate model can’t generate
reasonable explanations without training data

(] (] [ o o o . ))
Related Work: Sample-Based Distillation = “Classification task” at each layer
2. Split Value Output
Neural Network * One neuron with sigmoid for each internal node
Learn ROk — sigmoid activation can be used as variable values are in [0, 1]
Neural Network O
. > 3. Class Probability Output
S * One neuron with sigmoid for each leaf node (for binary case)
* One softmax layer for each leaf node (for multi-class case)
‘ / Interpretation-Net Output Layer
Decision Tree 3 Decision Tree Feature Identifier Output Split Value Output Class Probability
" (Softmax Activations) (Squeezed Sigmoid Activations) ~ Output
: Learn > Learn ~ Feature 1% Feature Feature Split Value SpIiE Value SpIi;c Value lgmele) AeHEtiens)
SN s / \ / \ e T / \ / \ Split 2" Split 34 Split 15t Split 2" Split 34 Split
L =S|l 5 |2
0, = rl 0 | 1 |0.4/0.7/0.2/0.8/0.3/0.9/0.6
x1 < 0.4
General Procedure:
1. Select an input data set X = {x(f)}y’ xo < 0.7 X1 < 0.2
* Usually training data used (l) ‘fﬂB "EE’ ‘1&‘1@ ‘®
e Alternative: Randomly sample data points (Il) P(c1) = 0.8 (1) = 0.3 (1) = 0.9 P(c1) = 0.6

2. Query neural network using X to generate labels y = {y(j)}y

3. Train surrogate model (e,g, decision tree) on {x(j), y(j)}y RESUIts: V|Sua| Compa rison Of DEC'S'O“ Bou nda ries
. . . (1) Neural Net_work (Il) Distilled DT_(Tra_in Data) (Ill) Distilled DT(Rgndom) ~ (V) Distilled DT(EJ(O,l)) ~ (V) Distilled DT,(I:J(O,l)) (Vlz Distilled DT_(_I—Net)
Data used for querying the model is very important & & / i :
=>|nformation that is not explicitly queried cannot be contained in the . | A E A' Without access to
explanation! ) sl o training data,
osaoie | miow Came ewormnmein surrogate models
: ek N B o or st 262 learned using sample-
Interpretation-Networks as Sample-Free Approach based approaches
(1) Neural Network (Il) Distilled DT (Train Data) (lIl) Distilled DT (Random) _(IV) Distilled DT (U(0,1)) (V) Distilled DT (N(0,1))  _ (VI) Distilled DT (I-Net)
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Learn _ 3 “‘ : “ A I-I- A i “ A explaining irrelevant
a A A A a A A A a A A a A A A h A A A A 'y A A h
NeuraINetwork i '..l.xoi.‘é‘A*"1 I,..l.xoiﬁ‘A.Ak<, I‘...'XO“‘A‘AQ,‘1 I‘.'..Xoi“é,Aﬁl_1 I“.‘.xoa“A.Aﬁ/,, I_‘."Xoi‘sA‘Aé,, aSpeCtS
| > / \ / \ Distribution 1,0: ['(2.434, 2.031) n= 661 Fidelity DT Train Data (ll): 99.2%
Distribution 1,1: ['(4.884, 0.156) n =4339 Fidelity DT Random Data (lll): 66.4%
Distribution 2,0: B(0.015, 2.123) n = 1445 Fidelity DT Standard Uniform Data (IV): 81.2%
Distribution 2,1: B(2.243, 2.857) n = 3555 Fidelity DT Standard Normal Data (V): 67.4%
Network Performance NN (l): 79.6% Fidelity I-Net (VI): 98.2%

Parameters

Results: Performance Comparison

° I_N etS as sam ple_free 3 pproach tO generate glObal su rrogate models Dataset Z-Net Multi-Distribution Standard Uniform Standard Normal
Titanic (n=9) 95.51 + 0.00 71.12 + 17.16 86.07 £ 3.30 86.29 £ 7.75
° General Procedure: Medical Insurance (n=9) 82.71 £ 0.00 88.12 &= 6.71 89.47 = 4.19 90.75 == 8.83
Breast Cancer Wisconsin Original (n=9) 97.10 £ 0.00 83.62 + 13.09 39.42 + 13.90 31.88 + 0.00
' l l Wisconsin Diagnostic Breast Cancer (n=10) 80.36 + 0.00 56.43 + 17.65 37.86 £+ 15.56 33.39 £ 5.42
1. Train a set of neural networks on synthetic data and extract their Rsconsin Disgnostic 8086 £ 0.00 5645+ 17.05 86 £ 15.5¢ 3380 £ 542
Cervical Cancer (n=15) 84.71 £ 0.00 65.41 + 27.77 71.88 £ 9.64 60.82 + 30.29
learned parameters Loan House (n=16) 100.00 & 0.00 77.05 £ 24.41 96.89 + 7.42 59.84 + 33.84
2. Train 3 Second neural network USing the extra Cted parameters as input Credit Card Default (n=23) 75.80 £ 0.00 69.16 + 17.58 74.76 = 0.05 34.33 £+ 20.31
Mean Fidelity 86.19 73.20 72.75 59.70

No samples are required when generating explanations using the |-Net
=>|-Nets utilizes the network parameters that implicitly contain all
relevant information

The I-Net consistently outperforms a sample-based distillation if the
training data is not accessible.
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